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Summary

In this note, the optimal control of a class of processes with non-linear/Gaussian dynamics and negative exponential cost criterion is given in terms of the first-passage distribution over the terminal set for the uncontrolled processes. The result is applied to the optimal control of a process with lognormal transitions.

1. Introduction and theoretical results

In [6] Whittle and Gait considered processes with linear/Gaussian dynamics and quadratic control costs, but with general terminal costs. They showed that, for a class of cases, the optimal control of the processes can be obtained from an expectation over the coordinate of first entry of the uncontrolled processes into the
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termination region. Whittle has generalized this result to the case of processes with non-linear dynamics. (See also Lefebvre [3] and [4].) In this note, a theorem is established which relates the optimal control of processes with non-linear/Gaussian dynamics and exponential cost criterion to an expectation for the uncontrolled processes.

So, consider the continuous time dynamic system with process equation

\[ \frac{dx}{dt} = a + Bu + \varepsilon. \]

where the state variable \( x \) is in \( \mathbb{R}^n \), the control variable \( u \) is in \( \mathbb{R}^m \), \( a \) is an arbitrary \( n \)-vector function of \( \xi = (x,t) \) and \( c \) is Gaussian white noise of zero mean and covariance rate \( N \). The \( n \)-square matrix \( N \) and the \( n \times m \) matrix \( B \) may be \( \xi \)-dependent. The aim is to minimize the expected value of the negative exponential cost function (see Jacobson [1])

\[ J(\xi) = -\exp\left[-\int_0^\tau (u^TQu)/2 \, ds - K(x(\tau), \tau)\right], \]

where the positive definite \( m \)-square matrix \( Q \) may possibly be \( \xi \)-dependent, and \( \tau \) is the first moment at which \( x(t) \) enters a termination region \( D \), having started from \( \xi \).

**THEOREM.** Suppose that ultimate entry of the uncontrolled process

\[ \frac{dx}{dt} = a + c \]

into a prescribed termination region \( N \) is certain, and that \( \xi = (x,t) \) and \( u \) are unrestricted. Then if \( Q \) is chosen so that

\[ N = BQ^{-1}B', \]

the optimal control is given by

\[ u = Q^{-1}B'\phi_x/2\theta, \]

where
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(6) \[ \Phi(\xi) = E_{\xi}[\exp(-2K(x(t), t))], \]

the expectation being over the time \( t \) and coordinate \( x(t) \) of first passage into \( D \) for the uncontrolled process (3), conditional on starting from \( \xi \).

**PROOF.** Let \( F(\xi) \) be the minimal expected cost incurred from position \( \xi \); that is,

(7) \[ F(\xi) = \inf_u E_{\xi}[-\exp(-\int_0^T (u'Qu)/2 \, ds)] \quad (C), \]

where the \((C)\) indicates that the equation holds in the continuation region \( C \), the complement of \( D \) in the domain of definition of \( x(t) \). Correspondingly, we have the boundary condition

(8) \[ F(\xi) = -\exp(-K(\xi)) \quad (D). \]

Then we can write for \( \xi \in C \)

\[ F(\xi) = \inf_u E_{\xi}[-\exp(-\Lambda(u'Qu)/2 - \int_{t+\Delta}^T (u'Qu)/2 \, ds + o(\Delta))]. \]

Using the principle of optimality and Taylor's formula in \( n \) variables we may write

\[ F(\xi) = \inf_u [1 - \Delta(u'Qu)/2 + o(\Delta)] [F(\xi) + \Delta(a+Bu)'F_x + \Delta F_t + \Delta tr(NF_{xx})/2 + o(\Delta)] + o(\Delta)], \]

where \( F_x \) and \( F_{xx} \) are the column vector of first derivatives and the matrix of second derivatives of \( F \), respectively. Hence we have

\[ 0 = \inf_u [(a+Bu)'F_x + tr(NF_{xx})/2 + F_t - (u'Qu)F/2]. \]

One finds that

(9) \[ u = Q^{-1}B'F_x/F \]

and it follows that

\[ F_t + a'F_x + tr(NF_{xx})/2 + (F'BQ^{-1}B'F_x)/2F = 0. \]

That is, since \( N = BQ^{-1}B' \),

(10) \[ F_t + a'F_x + tr(NF_{xx})/2 + (F'NF_x)/2F = 0. \]
Next, let

\[ \Phi(\xi) = F^2(\xi). \]

Then, remembering that if \( A \) is \( n \times p \) and \( B \) is \( p \times n \)

\[ \text{tr}(AB) = \text{tr}(BA), \]

we find that (10) is linearized to

\[ \Phi_t + a^t \Phi_x + \text{tr}(N\Phi_{xx})/2 = 0 \]

and, from (8), with boundary condition

\[ \Phi(\xi) = \exp[-2K(\xi)] \quad (\xi \in D). \]

Now equation (12) is in fact the Kolmogorov backward equation that the expectation (6) satisfies and (13) is the appropriate boundary condition.

Finally, since we have assumed ultimate absorption to be certain, the solution of (12) and (13) is unique and the theorem follows.

Suppose now that the vector function \( a \) is independent of \( t \), and that the matrices \( B, N \) and \( Q \) and the terminal cost function \( K \) are also time-invariant. Let \( \lambda \) be a real parameter and consider the cost function

\[ J(x) = -\exp\left\{ -\int_0^T \left[ (u'Qu)/2 + \lambda \right] dt - K(x(T)) \right\}. \]

We have the following result.

**COROLLARY.** Under the same hypotheses as in the theorem above, the optimal control is given by

\[ u = Q^{-1}B\Phi_x/2\Phi, \]

where

\[ \Phi(x) = E_x\{\exp[-2\lambda t - 2K(x(T))]\}. \]
When the parameter \( \lambda \) is greater than zero, the aim is to leave the continuation region as soon as possible, whereas when \( \lambda \) is negative, one is trying to maximize the time spent in the continuation region, taking into account the control costs \( (u'Qu)/2 \) and terminal cost \( K \) thus incurred in both cases. When \( \lambda \) is equal to zero, one obviously takes \( u \geq 0 \).

2. An example

Consider the one-dimensional process equation

\[
\frac{dx}{dt} = x + bu + \varepsilon,
\]

where \( b \) is a constant and \( \varepsilon \) is Gaussian white noise of zero mean and covariance rate \( N = 2x^2 \). Suppose that we wish to minimize the expected value of the cost function (or maximize the expected reward)

\[
J(x) \equiv \exp\left[-\int_0^\tau \left(\frac{u'Qu}{2} + \lambda\right) \, dt\right],
\]

where \( \tau \) is the first moment at which the process \( x(t) \) enters the termination region \( D = [d,\infty) \), having started from \( x(0) \) in the interval \( (0,d) \). We take \( \lambda \) positive; so we encourage early departure from the region \( C = (0,d) \). Ultimate entry of the uncontrolled process into \( D \) being certain, we deduce from the Corollary that if we choose

\[
Q = \frac{b^2}{2x^2},
\]

then the optimal control is

\[
u = \frac{(b/Q)x}{2\phi}
\]

i.e.,

\[
u = \frac{x^2}{b}\phi_x/\phi \quad (b \neq 0).
\]

The function \( \phi \) can be obtained either by solving the equation

\[
-2\lambda\phi + x\phi_x + x^2\phi_{xx} = 0 \quad x \in (0,d),
\]
subject to

\[ \Phi(d) = 1, \]

or by evaluating the mathematical expectation

\[ E[\exp(-2\lambda \tau) \mid x(0) = x]. \]

Indeed, in this case the process \( x(t) \) has lognormal transitions and its first-passage time density to the stopping region \( D \) is given by (see Kannan [2])

\[ g(d,\tau;x,0) = \left( \frac{\log(d/x)}{2\lambda^2} \right)^{3/2} \exp\left[ -\frac{\log^2(d/x)}{4\lambda^2} \right] \]

and \( \Phi \) is just the Laplace transform of \( g \). One easily finds that

\[ \Phi(x) = (x/d)^\theta \quad x \in (0,d], \]

where

\[ \theta = (2\lambda)^{1/3}. \]

Hence the optimal control is

\[ u = (\theta/b)x. \]

The optimal control is thus linear in \( x \).

If the continuation region is the interval \( (d,\infty) \) and the stopping region is \( (0,d] \), we find that

\[ \Phi(x) = (d/x)^\theta \quad x \in [d,\infty) \]

and

\[ u = (-\theta/b)x. \]
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