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A DIRECT PROOF OF POISSON'S THEOREM 
FOR NON-IDENTICAL BERNOULLI RANDOM VARIABLES 

Y.H. Wang 

Abstract 

The purpose of this note is to prove directly, by an elementary method, 

that the distribution of the sum of independent but not necessarily identically 

distributed Bernoulli random variables converges to a Poisson distribution. 

Résumé 

Le but du présent travail est de démontrer directement, en utilisant une 

méthode élémentaire, que la distribution de la somme de variables aléatoires indé- 

pendantes mais pas nécessairement identiquement distribuées, de type Bernoulli con- 

verge vers une distribution de Poisson. 

Introduction 

Let {Xnl,Xn2,...,Xnn) be n 2 1 independent integer-valued random vari- 
n 

ables and define the sum S = 1 X n i=l ni' It is well known that if the Xni are 

identically distributed Bernoulli random variables with E(xni) = P,, and 

npn -+A>0 n -+ ~0, then 

(1) lim PCS, = k) = e -lXk/k! 
n* 

for a11 k = 0,1,2,... . This result is known in the literature as Poisson% theo- 

rem. 



Von Mises [3] pointed out in 1921 that (1) also holds if the 
n 

X ni are not 

identically distributed, but satisfy, for E(Xni) = p ni' 1 pni= x' 0 and 
i= 1 

P ni = O(l/n). Later, Koopman C2] independently obtained the same result. We state 

below Von Mises* version of Poisson's theorem in the form in which it appears in the 

lîterature today, whîch îs more general than the original one. 

THEOREM (Von Mises). LAfAt XnlJny.-J nn be n inciependeti BUnuti 

kandorn vc&ab&h wtih P (X ni =l)=p ni. =l - P(Xni = 0), 4Yzen (1) hoR& id 
n 

x = c P n ni -+ X > 0 and p, = max p . -+ 0 CL5 n-ta. 
î=l l<iSn ni 

The original proof of Von Mises ([31; see also C43, pp. 107-112), as well 

as the proofs of Koopman [2] and Feller (Cl], p. 264) use generatîng functions an8 

the continuity theorem. In this note we shall prove the theorem by dîrectly prov- 

îng that (1) holds for each k. This approach îs used in most textbooks for the 

specîal case when the P ni do not depend on 1. 

PROOF of the Theorem. We fîrst state a lemma. It cari be proved by using the ex- 

pansion -&(l-x) 
2 

/2 3 = x t x t x /3 t . . . and its proof shall be omîtted. 

LEMMA. futt each n = 1,2,. . . , &t hnl,cin2,. . . ,a 1 be n nun-negative 
n nn 

tteaX nunbem. 76 1 ani + (3 < 00 ad max ani -+ 0, CU n -+ Oo, ZCZQn 

fin (1-clnî) -f e-a 
î=l l<îin 
and E 

r a ni + 0, &vl cLLt r > 1. 
î=l i=l 

We now proceed to prove the theorem. 

For k= 0, it follows from the lemma that 

(2) P(S, = 0) = ff (l-p,i) + e-', as n -+ 03. 
i=l 

For k 2 1, denote N = cl,2 n ,...,n) and, for n 2 k, define the cross 

product Nk n = Nn x Nn x . . . x Nn of Nn wîth îtself k times. 

k Let An k be the subset of Nn defined by 

(3) Ak - {( 
k - 

n- il,..., ik) c Nn: 
9 + i 1 for a11 j * 11 
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and denote R k 
n = Nk\Ak n n' 

Because the probability P(Sn = A k) is invariant under permutations of 

U 1 , . . . , Xn) , we cari Write 

(41 P(S, = k 
> 

= PIS, = 0) 

where the summation 4: 

11 

k 

(' ' 
j=l 

(Pni '(l-pni ))), 
j j 

is taken over the set 

(c il,..., k ik) E Nn: 1 < il < . . . < i 
k 

i n1 

which is a subset of Ak n' 

By assumption pn -+ 0 as n -+ 03, SO we cari choose an n 
0 

such that if 

n2n 
0’ 

we have p ni 5 pn < 1 for a11 i. For such n, we cari write 

(5) 
k k 

PCS, = 0) (~ ~ pni ) < P(S, = k) Or P(s 
j=l j n = O)(;f: n pni )(l - p )-k. 

j=l j n 

Since for any set of numbers al,...,an, we bave 

k k k 
= k!$ II a. tc 

j=l lj Bk 
IT a. , 

n j=l lj 

SO that 

(6) t ' pni = II,", pni)k - ki jI, pnij)'k! l  

j= l  j  - 

In the last expression, k the first term tends to X /k! by assumption. The 

second term is defined to be 0 if k= 1 1, because Rn=(p, andfor k22, it is 

Upper-bounded by 

n . 
By the lemma, dis bound tends to 0 as n -+ 03, because the term 1 p~i tends to 

i=l 
0 fora11 j12. 

Since (1 - Pn)Ok tends to 1 as n -+ ~0 for a11 fixed k, the theorem is 

proved by combining (2) and (5). 
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